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Digital Compositing, Montage and Anti-Montage

 TC  "Composite." \l 2 
From Image Streams to Modular Media

The movie Wag the Dog (Barry Levinson, 1997) contains an scene in which a Washington spin doctor and a Hollywood producer are editing a fake news footage designed to win public support for the non-existent war. The footage shows a girl, a cat in her arms, running through the destroyed village. If a few decades earlier creating together such a shot required staging and then filming the whole thing on location, the computer tools make it possible to create it in real time. Now, the only live element is the girl, played by a professional actress. The actress is videotaped against a blue screen. The other two elements in the shot, the destroyed village and the car, come from the database of stock footage. Scanning through the database, the producers trying different versions of these elements; a computer updates the composite scene in real time. 

The logic of this shot is typical of new media production process, regardless of whether the object being put together is a video or film shot, as in Wag the Dog example; a 2-D still image; a sound track; a 3-D virtual environment; a computer game scene; or a sound track. In the course of production, some elements are created specifically for the project; others are selected from databases of stock material. Once all the elements are ready, they are composited together into a single object. That is, they are fitted together and adjusted in a such a way that their separate identities become invisible. The fact that they come diverse sources and were created by different people in different times is hidden. The result is a single seamless image, sound, space or a scene. 


As used in new media field, the term digital compositing has a particular and well-defined meaning. It refers to the process of combining a number of moving image sequences and possibly stills into a single sequence with the help of special compositing software such as After Effects (Adobe), Compositor (Alias|Wavefront), or Cineon (Kodak). Compositing was formally defined in a paper published in 1984 by two scientists working for Lucasfilm. In describing compositing they make a significant analogy with computer programming: 

Experience has taught us to break dwn large bodies of source code into separate modules in order to save compilation time. An error in one routine forces only the recompilation of its module and the relatively quick reloading of the entire program. Similarly, small errors in coloration or design in one object should not force “recompilation” of the entire image.

Separating the image into elements which can be independently rendered saves enormous time. Each element has an associated matte, coverage information which designates the shape of the element. The compositing of those elements makes use of the mattes to accumulate the final image.

Most often the composited sequence simulates a traditional film shot. That it, it looks like something which took place in real physical space and was filmed by a real film camera. To achieve this, all elements which comprise the finished composite – for example, footage shot on location, referred in the industry as a “live plate,” footage of actors shot in front of a blue screen, and 3-D computer-generated elements -- are aligned in perspective, and modified so they have same contrast and color saturation. To simulate the depth of field of effect, some elements are blurred while others are sharpened. Once all the elements are assembled, a virtual camera move through the simulated space may be added to increase its “reality effect.” Finally, such artifacts as film grain or video noise can be added. In summary, digital compositing can be broken into three conceptual steps:  

1) construction of a seamless 3-D virtual space from different elements;

2) simulation of a camera move(s) through this space (optional); 

3) simulation of the artifacts of a particular media (optional).

If 3D computer animation is used to create a virtual space from scratch, compositing typically uses existing film or video footage. Therefore I need to explain why I claim the result of a composite is a virtual space. Let us consider two different examples of compositing. A compositor may use a number of moving and still images to create a totally new 3-D space and then generate a camera move through it. For example, in Cliffhanger  the shot of the main hero, played by Silvester Stallone which was filmed in the studio against a blue screen, was composited with the shot of a mountain landscape. The resulting shot shows Stallone high in the mountains hanging over an abyss.  In other cases, new elements will be added (or removed from) a live action sequence without changing neither its perspective nor the camera move. For example, a 3-D computer generated creature can be added to a live action shot of an outdoor location, such as in many dinosaur shots in Jurassic Park (Steven Spielberg, special effects by Industrial Light & Magic, 1993) In the first example it is immediately clear that composited shot represents something which never took place in reality. In other words, the result of the composite is a virtual space. In the second example, it may appear at first that the existing physical space is preserved. However, here as well, the final result is a virtual world which never really existed. Put differently, what existed was a field of grass with trees without dinosaurs.

Digital compositing is routinely used to put together TV commercials and music videos, computer games scenes, shots in feature films and most other moving images in computer culture. Throughout the 1990s, Hollywood directors increasingly came to rely on compositing to assemble larger and larger part of a film. In 1999 George Lucas released Stars Wars: Episode 1 (1999); according to Lucas,  %95 of the film was assembled on a computer. As I will discuss below, digital compositing as a technique to create moving images goes back to video keying and optical printing in cinema; but what before was a rather special operation now become a norm for creating moving imagery. Digital compositing also greatly expanded the range of this technique, allowing to control the transparency of individual layers and to combine potentially unlimited number of layers. For instance, a typical special effects shot from a Hollywood film may consist from a few hundred, or even thousands of layers. Although in some situations a few layers can be combined in real time automatically (virtual sets technology), in general compositing is a time consuming and difficult operation. This is one aspect of compositing the scene from Wag the Dog misrepresented; to create the composite shown in this scene would require many hours.    


Digital compositing exemplifies a more general operation of computer culture: assembling together a number of elements to create a single seamless object. Thus we can distinguish between compositing in wider sense (i.e., the general operation) and compositing in a narrow sense (assembling movie image elements to create a photorealistic shot). The latter meaning corresponds to the accepted usage of the term compositing. For me, compositing in a narrow sense is a particular case of  a more general operation of compositing – a typical operation in assembling any new media object.


As a general operation, compositing is a counterpart of selection from a menu. Since a typical new media object is put together from elements which come from different sources, these elements need to be coordinated and adjusted to fit together. Although the logic of these two operations – selection and compositing -- may suggest that they always follow one another (first select, then composite), in practice their relationship is more interactive. Once an object is partially assembled, new elements may need to be added; existing elements may need to be re-worked. This interactivity is made possible by modular organization of a new media object on different scales. Throughout the production process, the elements retain their separate identity and therefore they can be easily modified, substituted or deleted. When the object is complete, it can be “output” as a single “stream” in which separate elements no longer are accessible. The example of the operation which “collapses” all elements together is “flatten image” command in Adobe Photoshop 5.0. Another example of “collapsing” elements into a single stream is recording a digitally composited moving image sequence on film, which was a typical procedure in Hollywood film production in the 1980s and 1990s. 

Alternatively, the completed object may retain the modular structure when it is distributed. For instance, in computer games the player can interactively control characters, moving them in space. In some games, the user moves 2D images of characters, called sprites, over the background image; in others, everything is represented as 3D objects, including the characters. In either case, during production the elements are adjusted to form a single whole, stylistically, spatially and semantically; during the play the user can move the elements within the programmed limits. 

In general, 3D computer graphics representation is more “progressive” than a 2D image because it allows true independence of elements; therefore it may gradually replace image streams, still used by our culture: photographs, 2D drawings, films, video. In other words, 3D computer graphics representation is more modular than 2D still image or 2D moving image stream. This modularity makes it easier for a designer to modify the scene at any time. It also gives the scene additional functionality. For instance, the user may “control” the character, moving him or her around the 3D space. Scene elements can be later reused for new productions. Finally, modularity also allows for a more efficient storage and transmission of a media object. For example, to transmit a video clip over a network all pixels which make up this clip have to be send over; but to transmit a 3D scene only requires sending the coordinates of the objects in it. These is how online virtual worlds, online computer games and networked military simulators work: first the copies of all objects making up a world are downloaded to a user computer, and after this the server only has to keep sending their new 3D coordinates.

If the general trajectory of computer culture is from 2D images towards 3D computer graphics representations, digital compositing represents an intermediary historical step between the two. A composited space which consists from a number of moving image layers is more modular than a single shot of a physical space. The layers can be repositioned against each other and adjusted separately. Yet such a representation is not as modular as a true 3D virtual space, because each of the layers retains its own perspective. (In “Digital Cinema” section below I will discuss the newer post-production method in which digitized film or video sequences are positioned in a virtual computer generated space.) When and were moving image “streams” will be replaced by %100 3D computer generated scenes will depend not only on cultural acceptance of computer scene's look but also on economics. A 3D scene is much more functional than a film or video shot of the same scene but, if it is to contain similar level of detail, it may be much more expensive to generate.

The general evolution of all media types towards becoming more and more modular, and the particular evolution of a moving image in the same direction, can be traced through the history of popular media file formats. QuickTime developers early on specified that a single QuickTime movie may consist from a number of separate tracks, just as a still Photoshop image consists from a number of layers. QuickTime 4 format (1999) included 11 different track types, including video track, sound track, text track and sprite track (graphic objects which can be moved independently of video).
 By placing different media on different tracks which can be edited and exported independently, QuickTime encourages the designers to think in modular terms. In addition, a movie may contain a number of video tracks which can act as layers in a digital composite. By using alpha channels (masks saved with video tracks) and different modes of track interaction (such as partial transparency), QuickTime user can create complex compositing effects within a single QuickTime movie, without having to resort to any special compositing software. In effect, QuickTime architects embedded the practice of digital compositing in the media format itself. What previously required special software now can be done by simply using the features of QuickTime format itself.

Compositing as the Resistance to Montage

Compositing is the key operation of post-modern, or computer-based authorship.This operation reflects and at the same time enables "post-modern" practice of pastiche and quotation. At the same time, we should  think of the aesthetic and the technological as aligned but ultimately separate layers, to use the metaphor of digital technology itself. The logic of the 1980s post-modern aesthetics and the logic of the 1990s computer-based compositing are not the same. In the 1980s post-modern aesthetics, historical references and media quotes were kept as distinct elements; the boundaries between elements were well-defined (think of David Salle’s paintings, Barbara Kruger’s montages and various music videos.) Interestingly, this aesthetics corresponds to electronic and early digital tools of the period, such as video switchers, keyers, DVE (digital video effect devices), and computer graphics card which had limited color resolution. These tools enabled hard-edge “copy and paste” operation but not smooch, multi-layer composites. (A lot can be made out of the fact that one of the key post-modern artists of the 1980s, Richard Prince, who became well-known for his “appropriation” photographs, was operating one of the earliest computer-based photo editing system in the late 1970s as a part of his commercial job, before he started making “appropriation” photographs.)  The 1990s compositing supported a different aesthetics characterized by smoothness and continuity. The elements were now blended together, and the boundaries were erased, rather than emphasized. This aesthetics of continuity can be best observed in television spots and special effects sequences of feature films which actually put together through digital compositing (i.e., compositing in the narrow, technical sense). For instance, the computer-generated dinosaurs in Jurassic Park are made to perfectly blend with the landscape, just as the live actors, 3-D virtual actors and computer-rendered ship are made to blend together in Titanic (James Cameron, special effects by Digital Domain, 1997). But the aesthetics of continuity can also be found in other areas of new media. Computer-generated morphs allow for a continuos transition between two images which before would be accomplished through a dissolve or a cut.
 Many computer games also obey the aesthetics of continuity in that, in cinematic terms, they are single-takes. They have no cuts. From beginning to end, they present a single continuos trajectory through a 3D space. This is particularly true for first-person shooters such as Quake. The lack of montage in these games fits in with a first person point of view they employ. These games simulate the continuity of a human experience, guaranteed by the laws of physics. While modern telecommunication, from telegraph, telephone and television to telepresence and World Wide Web allowed us to suspend these laws, moving almost instantly from one virtual location to another with a tog of a switch or a press of a button, in RL (real life) we still obey physics: in order to move from one point to another we have to pass through every point in between. 

All these examples – smooth composites, morphing, uninterrupted navigation in games --  have one thing in common: where old media relied on montage, new media substitutes the aesthetics of continuity. A film cut is replaced by a digital morph or by a digital composite. Similarly, the instant changes in time and space characteristic of modern narrative, both in literature and in cinema, are replaced by a continuos non-interrupted first-person narrative of games and VR. Computer multimedia also does not use any montage. The desire to correlate between different senses, or, to use new media lingo, different media tracks, which preoccupied many artists throughout the twentieth century such as Kandinsky, Skriabin, Eisenstein, and Godard, to mention just a few well-known names, is foreign to multimedia. Instead it follows the principle of simple addition. The elements in different media are placed next to each other without any attempt to establish contrast, complementarity or dissonance between them. This is best illustrated by Web sites of the 1990s which typically contains JPEG images, QuickTime clips, audio files, and other media elements, side by side. 

We can also find strong anti-montage tendencies in modern Graphical User Interface. In the middle of the 1980s Apple published guidelines for interface design of all Macintosh application software. According to these guidelines, an interface should communicate the same messages through more than one sense. For instance, an alert box appearing on the screen should be accompanied by a sound. This alignment of different senses can be compared to naturalistic use of different media in traditional film language, which was attacked by Eisenstein and other montage activists. Another example of anti-montage tendency in GUI is  peaceful co-existence of multiple information objects on the computer screen, exemplified by a number of simultaneously opened windows. Just as with media elements in a Web, the user can add more and more windows without establishing any conceptual tension between them.

The aesthetics of continuity can’t be fully deduced from compositing technology, although in many cases it would not be possible without it. Similarly, montage aesthetics which dominated much of modern art and media should not be thought of as a simple result of the available tools; but at the same time these tools, with their possibilities and limitations, contributed to its development. For instance, a film camera enables to shoot film footage of a certain limited length; to create a longer film the separate pieces have to be put together. This is typically in editing were the pieces are trimmed and then glued together. Not surprisingly, the modern film language is built on discontinuities: short shots replace one another; the point of view changes from shot to shot. The Russian montage school pushes such discontinuities to the extreme but, with a very few exceptions such as Andy Warhol’s early films and Wavelength by Michael Snow, all film systems are based on them.

 
In computer culture, montage is no longer dominant aesthetics, as it was throughout the twentieth century, from the avant-garde of the 1920s up until post-modernism of the 1980s. Digital compositing in which different spaces are combined into a single seamless virtual space is a good example of the alternative aesthetics of continuity; however, compositing in general can be understood as a counterpart of montage aesthetics. Montage aims to create visual, stylistic, semantic, and emotional dissonance between different elements. In contrast, compositing aims to blend them into a seamless whole, a single gestalt. I will use the figure of DJ as an example of how anti-montage aesthetics of continuity cuts across culture and is not limited to the creation of computer still and moving images and spaces. DJ’s art is measured by his ability to seamlessly go from one track to another. A great DJ is thus a compositor and anti-montage artist par excellence. He is able to create a perfect temporal transition from very different musical layers; and he can do this in real time, in front of the dancing crowd. 

Digital Compositing and the History of Simulation

Today digital compositing is responsible for an increasing number of moving images: all special effects in cinema, computer games, virtual worlds, most television visuals and even television news (see discussion of virtual sets below). Most often the moving image constructed through compositing presents a fake 3D world. I say “fake” because regardless of whether a compositor creates a totally new 3D space from different elements (Cliffhanger example), or only adds some elements to a live action footage (Jurassic Park example), the resulting moving image shows something which did not exist in reality. Digital compositing thus belongs together with other simulation techniques. These are the techniques used to create fake realities and thus, ultimately, to deceive the viewer: fashion and make up, realist painting, dioramas, military decoys and VR. 

On first glance, computers do not bring any conceptually new techniques for creating fake realities. They simply expand the possibilities of joining together different image within one shot. Rather than keying together images from two video sources, we can now composite an unlimited number of image layers. A shot may consist of dozens, hundreds, or thousands of image layers. These image may all have different origins: film shot on location (“live plates”), computer-generated sets or virtual actors, digital matte paintings, archival footage, and so on. Following the success of Terminator 2 [add reference] and Jurassic Park [add reference], most Hollywood films came to utilize digital compositing to create a least some of their shots.  

Thus historically, a digitally composed image, like an electronically keyed image, can be seen as a continuation of montage within a shot. But while electronic keying creates disjoined spaces reminding us of the avant-garde collages of Rodchenko or Moholy-Nagy from the 1920s, digital composing brings back the nineteenth century techniques of creating smooth "combination prints" like those of Henry Peach Robinson and Oscar G. Reijlander
.


But this historical continuity is deceiving. Digital compositing does represent a qualitatively new step in the history of visual simulation because it allows the creation of moving images of non-existent worlds. Computer generated characters can move within real landscapes; conversely, real actors can move and act within synthetic environments. In contrast to nineteenth century "combination prints" which emulated academic painting, digital composites simulate the established language of cinema and television. Regardless of the particular combination of live action elements and computer-generated elements which make up the composited shot, the camera can pan, zoom, and dolly through it. The interactions of the elements of the virtual world over time between themselves (for instance, the dinosaur attacking the car) along with the ability to look at it from different viewpoints become the guarantee of its authenticity.  


These new abilities to create a virtual world which moves – and to be able to move through it --come at a price. Although in the scene from Wag the Dog compositing the fake news footage took place in real time, in reality aligning together numerous elements to create a convincing composite is a time-consuming task. For instance, a 40 second sequence from Titanic in which the camera flies over the computer-generated ship populated by computer-generated characters took many months to produce and its total cost was 1.1 million dollars.
 In contrast, although images of such complexity were out of reach for video keying, it was possible to use it to combine three image sources in real-time. (This trade-off between image construction time and its complexity is similar to another trade-off I already noted above: between image construction time and its functionality. That is, images created with 3D computer graphics are more functional than image streams recorded by film or video cameras, but in most cases they are much more time consuming to generate.)   


If a compositor restricts the composite to just a few images, as it was done with electronic keying, compositing can also be created in real time. The resulting illusion of a seamless space is stronger that what was possible with electronic keying. The example of real-time compositing is Virtual Sets technology which was first introduced in the early 1990s and since them has been making its way into television studios around the world. This technology allows to composite video image and computer-generated three-dimensional elements on the fly. (Actually, because the generation of computer-elements is computation intensive, the final image transmitted to the audience may be a  seconds behind the original image picked by television camera.) The typical application of Virtual Sets involves composing an image of an actor over a computer-generated set. The computer reads the position of the video camera and uses this information to render the set in proper perspective. The illusion is made more convincing by generating shadows and/or reflections of the actor and integrating them into the composite. Because of the relatively low resolution of analog television, the resulting effect is quite convincing. A particularly interesting application of Virtual Sets is replacement and insertion of arena-tied advertising messages during live TV broadcasts of sports and entertainment events. Computer-synthesized advertising messages can be inserted onto the playing field or other empty areas in the arena in the proper perspective, as though they were actually present in physical reality.
 


Digital compositing represents a fundamental break with previous techniques for visual deception yet for another reason. Throughout the history of representation, artists and designers focused on the problem of creating a convincing illusion within a single image, be it a painting, or a film frame. Set making, one-point perspective, chiaroscuro, trick photography and other cinematography techniques were all developed to solve this problem. Film montage introduced a new paradigm: creating an effect of presence in a virtual world by joining different images over time. Temporal montage became the dominant paradigm for visual simulation of non-existent spaces. 

As the examples of digital composing for film and Virtual Sets applications for television demonstrate, the computer era introduces a different paradigm. This paradigm is concerned not with time but with space. It can be seen as the next step in the development of techniques for creating a single convincing image of non-existent spaces: painting, photography, cinematography. Having mastered this task, the culture came to focus on how to seamlessly join a number of such images into one coherent whole (electronic keying, digital compositing.) Whether it is composing a live video of a newscaster with a 3-D computer generated set or composing thousands of elements to create images of "Titanic," the main problem is no longer how to generate convincingly looking individual images but how to blend them together. Consequently, what is important now is what happens on the edges where different images are joined. The borders where different realities come together is the new arena where illusionist artists of our era try to outdo one another.

Compositing and new Types of Montage

In the beginning of this article I pointed out that the use of digital compositing to create continuos  spaces out of different elements can be seen as an example of larger anti-montage aesthetics of computer culture. Indeed, if in the beginning of the twentieth century cinema discovered that it can simulate a single space through temporal montage --  a time-based mosaics of different shots – in the end of the century it came with the technique to accomplish the similar result without montage. In digital compositing, the elements are not juxtaposed but blended, with their boundaries erased rather than foregrounded.    

At the same time, by relating digital compositing to theory and practice of film montage
, we can better understand how this new key technique of assembling moving images redefines our concepts of a moving image. While traditional film montage privileges temporal montage over montage within a shot  -- because technically the later was much more difficult to achieve -- compositing makes them equal. More precisely, it erases the strict conceptual and technical separation between the two. Consider, for instance, the interface layout typical of many programs for computer-based editing and digital compositing, such as Adobe Premiere 4.2, a popular editing program, and Alias|Wavefront Composer 4.0, a professional compositing program. In this interface, the horizontal dimension represents time, while the vertical dimension represents spatial order of different image layers making up each image. A moving image sequence appears as a number of blocks staggered vertically, with each block standing for a particular image layer. Thus if Pudovkin, one of Russian film montage theorists and practitioners of the 1920s,  conceived of  montage as a one-dimensional line of bricks, now it becomes a 2-D brick wall. This interface makes montage in time and montage within a shot equal in importance.

If Premiere interface conceptualizes editing as an operation in 2-D dimensions, the interface of one of the most popular compositing programs, After Effects 3.0, adds a third dimension. Following the conventions of traditional film and video editing, Premiere assumes that all image sequences are the same size and proportions; in fact, it makes working with images which do not conform to the standard 3 by 4 frame ratio rather difficult. In contrast, the user of After Effects places image sequences of arbitrary sizes and proportions within the larger frame. Breaking with the conventions of old moving image media, the interface of After Effects assumes that the individual elements making up a moving image can freely move, rotate and change proportions over time.

Serge Einsenstein
 already used the metaphor of many-dimensional space in his writings on montage, naming one of his articles “The Filmic Forth Dimension” (“Kino cheturekh izmereneii”).
 However, his theories of montage ultimately focused on one dimension – time. Eisenstein formulated a number of principles, such as counterpoint, which can be used to coordinate the changes in different visual dimensions over time. The examples of visual dimensions he considered are graphic directions, volumes, masses, space, and contrast.
 When the sound film became a possibility, Eisenstein extended these principles to handle what, in computer language, can be called  synchronization of visual and audio tracks; and later he added the dimension of color.
 Eisenstein also developed a different set of principles (“methods of montage”) according to which different shots can be edited together to form a longer sequence. The examples of “methods of montage” include metric montage which uses absolute lengths of shots to establish a ‘beat,” and rhythmic montage based on pattern of movement within the shots. These methods can be used by themselves to structure a sequence of shots, but they also can be combined within a single sequence
.  

The new logic of a digital moving image contained in the operation of compositing runs against Einstein's aesthetics with its focus on time. Digital compositing makes the dimensions of space (3D fake space being created by a composite and 2½ D space of all the layers being composited) and frame (separate images moving in 2D within the frame) as important as time. In addition, the possibility of imbedding hyperlinks within a moving sequence introduced in QuickTime 3 and other digital formats adds yet another spatial dimension.
 The typical use of hyperlinking in digital movies it to link elements of a movie with information displayed outside of it. For instance, when a particular frame is displayed, a specific Web page can be loaded in another window. This practice “spatializes” moving image: no longer completely filling a screen, it is now just one window among others. makes moving image hyperlinking spatial as well. 

In summary, if film technology, film practice and film theory privileged the temporal development of a moving image, computer technology spatializes moving image making time just one dimension among a number of others. The new spatial dimensions can be defined as follows:

(1) Spatial order of layers in a composite (2 1/2 space).

(2) Virtual space constructed trough compositing (3D space).

(3) 2-D movement of layers in relation to the image frame (2D space).

(4) The relationship between moving image and the linked information in the adjustment windows (2D space).

These dimensions should be added to the list of visual and sound dimensions of the moving image, elaborated by Eistenstein and other filmmakers. Their use opens new possibilities for cinema as well as a new challenge for film theory. No longer just a subset of audio-visual culture, digital moving image becomes a part of audio-visual-spatial culture. 

Of course, the simple use of these dimensions by itself does not result in montage. Most images and spaces of contemporary culture are juxtaposition of different elements; calling any such juxtaposition montage will render the term meaningless. Media critic and historian Erkki Hutamo suggested that we should reserve the use of the term for “strong” cases, and I will follow his suggestion here.
 Thus, in order to “qualify” as an example of montage, a new media object should fulfill two conditions: the juxtapositions of elements should follow a particular system; and these juxtapositions should play key role in how the work establishes its meaning, emotional and aesthetic effect. These conditions would also apply to the particular case of new spatial dimensions of a digital moving image. By establishing a logic which controls the changes and the correlation of values on these dimensions, digital filmmakers can create what I will call spatial montage
. 

While the dominant use of digital compositing is to create a seamless virtual space, it does not have to be subordinated to this goal. The borders between different worlds do not have to be erased; the different spaces do not have to be matched in perspective, scale and lighting; the individual layers can retain their separate identity rather then being merged into a single space; the different worlds can clash semantically rather than form a single universe. I will conclude this section by invoking a works, which point at the new aesthetic possibilities of digital compositing if it is not used in the service of simulation. Although all these works were created before digital compositing became available, they explore its aesthetic logic – for compositing is not just a technological but first of all a conceptual operation. I will use these works to introduce two other montage methods based on compositing: ontological montage and stylistic montage.   

Zbignev Rybczynski’s film Tango (1982) made when he was still living in Poland uses layering as a metaphor for the particular overcrowdness characteristic of Socialist countries in the second part of the twentieth century, and for human co-habitation in general. A number of people perform various actions moving in loops through the same small room, apparently unaware of each other. Rybczynski offsets the loops in such a way that even though his characters keep moving through the same points in space, they never run into another. Compositing, achieved in Tango through optical printing, allows the filmmaker to superimpose a number of elements, or whole words, within a single space. (In this film each person moving through the room can be said to form a separate world.) As in Steps, these worlds are matched in perspective and scale-- and yet the viewer knows that the scene being shown either could not occur in normal human experience at all given the laws of physics, or is highly unlikely to occur given the conventions of human life. In the case of Tango, while the depicted scene could have occurred physically, the probability of it actually occurring is close to zero. Works such as Tango and Steps develop what I will call an ontological montage: the co-existence of ontologically incompatible elements within the same time and space.  


The films of Czech filmmaker Konrad Zeman exemplify another montage method based on compositing which I will call stylistic montage. In a career which spanned from the 1940s to the 1980s Zeman used a variety of special effect techniques to create juxtapositions of stylistically diverse images in different media. Zeman juxtaposes different media both in time, cutting from a live action shot to a shot of a model or documentary footage, and within the same shot. For example, a shot may combine filmed human figures, an old engraving used for background, and a model. Of course artists such as Max Ernst were creating similar juxtaposition of elements in different media in still images already before the World War II. However, in the realm of a moving image stylistic montage only came to the surface in the 1990s when the computer became the meeting ground for different generations of media formats used in the twentieth century – 35 mm and 8 mm film, amateur and professional video, and early digital film formats. While previously filmmakers usually worked with a single format throughout the whole film, the accelerated replacement of different analog and digital formats since the 1970s made the co-existence of stylistically diverse elements a norm rather than exemption for new media objects. Compositing can be used to hide this diversity -- or it can be used to foreground it, as well as to create it artificially. For instance, the film Forest Gump strongly emphasizes stylistic differences between various shots; this simulation of different film and video artifacts is an important aspect of its narrative system.     

In Zeman's films such as Baron Prásil (“Baron Muchhausen, 1961) and Na komete (“On the Comet,” 1970), live action footage, etchings, miniatures and other elements are layered together in self-conscious and ironic way. Like Rybczynski, Zeman keeps the coherent perspectival space in his films while making us aware that it is constructed. One of his devices is to superimpose filmed actors over an old etching used as a background. In Zeman’s aesthetics neither graphic nor cinematographic dominate; the two are blended together in equal proportion creating a unique visual style. At the same time, Zeman subordinates the logic of feature filmmaking to the logic of animation. That is, the shots in his films which combine live action footage with graphic elements position all elements on parallel planes; the elements move parallel to the screen. This is the logic of an animation stand where the stack of images is arranged parallel to each other, rather than of live action cinemam cwhere the camera typically moves through 3D space. As we will see in “Digital Cinema” section, this subordination of live action to animation is the logic of digital cinema in general. 

Young St. Petersburg artist Olga Tobreluts, who does use digital compositing, also respects the illusion of a coherent perspectival space, while continuously playing tricks with it. In "Gore ot Uma"(1994; directed by Olga Komarova), a video work based on a famous play written by the nineteenth century Russian writer Aleksandr Griboedov, Tobreluts overlays images representing radically different realities (a close-up of plants; animals in the Zoo) on the windows and walls of various interior spaces. In one shot, two characters converse in front of a window behind which we see a flock of soaring birds taken from Alfred Hitchcock's "The Birds"; in another, a delicate computer- rendered design keeps morphing on the wall behind a dancing couple. In these and similar shots Tobreluts aligns the two realities in perspective but not in scale. The result is an ontological montage – and also a new kind of montage within a shot. Which is to say, if the 1920s avant-garde, and MTV in its wake, juxtaposed radically different realities within a single image, and if Hollywood digital artists use computer compositing to glue different images into a seamless illusionistic space (for instance, synthetic dinosaurs composited against filmed landscape in "Jurassic Park"), Zeman, Rybczynski and Tobreluts explores the creative space between these two extremes. This space in between modernist collage and Hollywood cinematic realism is a new direction for cinema ready to be further explored with the help of digital compositing
.
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�PAGE \# "'Page: '#'�'"  �� However, what in the nineteenth century was only a still image now can become a moving one. A moving nineteenth century "combination print": this is the current state of the art in the technologies of visual simulation.


�PAGE \# "'Page: '#'�'"  �� [used here. Original notes] While traditional cinema privilleges temporal montage over montage within a shot (because technically the latter was much more difficult), compositing makes them equall. More presisely, it erases the strict separation between the two [a picture of a number of non-symmetrically staggered layers in compositing software] [from montage in time to montage within a shot (becomes primary with electronic and digital technology]


Montage from 1-D (time) to 3-D: 


Time


Z dimension: layers


Frame (consider the logic of AfterEffects as opposed to Premiere. In AfterEffects the user positions diffirent elements which can be of diffirent sizes and proportions within the larger field.)


�PAGE \# "'Page: '#'�'"  �� [earlier version:] Sergei Eisenstein, who went futher when anybody else in defining the formal organization of a moving image, already used the metaphor of many-dimensional space in his writings on montage, with titles such as “Montage in 4th Dimension.” [XXX check]. However, his theories of montage ultimately focus on one dimension – time. In other words, Eisenstein was concerned with organizing and synchronizing different media tracks in time. Digital compositing, however, makes the dimensions of space (3D fake space being created by a composite and 2½ D space of all the layers being put together) and frame (separate images moving in 2D within the frame) as important as time. In addition, the possibility of imbedding hyperlinks within a moving sequence introduced in QuickTime 3 and other digital formats adds yet another, forth dimension.�)


In summary, if film and video editing defined a moving image on one dimension of time, digital compositing defines a moving image along four dimensions:


time (temporal development)


space (spatial order of layers)


frame (2-D movement of layers in relation to the image frame)


Hyperlinking


�PAGE \# "'Page: '#'�'"  �� We can imagine that Eisenstein, who consistently welcomed new dimensions of cinema (sound, color) into his theory and practice and who also kept on combining and superimposing diffirent principles and methods of montage, would welcome the new dimensions of a digital moving image. At the same time, it should be noted that the logic of a digital moving image as articulated by the interfaces of difirent software applications and by the operation of compositing,  runs against Eisenstein’s aesthetics which focuses on time.


�PAGE \# "'Page: '#'�'"  �� Look at Arnheim Film as Art – “simultaneous montage.”


�PAGE \# "'Page: '#'�'"  �� [OPTIONAL] ADD at the end:


From my text on Walitzky’s FOCUS -- "staging" the logic of a digital image, consiting from a number of layers.





